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Abstract—The Ewald method is applied to accelerate the evalua-
tion of the Green’s function of an infinite periodic phased array of
line sources. The Ewald representation for a cylindrical wave is ob-
tained from the known representation for the spherical wave, and
a systematic general procedure is applied to extend previous re-
sults. Only a few terms are needed to evaluate Ewald sums, which
are cast in terms of error functions and exponential integrals, to
high accuracy. Singularities and convergence rates are analyzed,
and a recipe for selecting the Ewald splitting parameter £ is given
to handle both low and high frequency ranges. Indeed, it is shown
analytically that the choice of the standard optimal splitting pa-
rameter £, will cause overflow errors at high frequencies. Numer-
ical examples illustrate the results and the sensitivity of the Ewald
representation to the splitting parameter £.

Index Terms—Arrays, series acceleration, fast methods, green
function, gratings, numerical methods, periodic structures.

1. INTRODUCTION

N APPLYING numerical full wave methods to periodic

structures, fast and accurate means for evaluating the
periodic Green’s function are often needed. Among various
techniques to accelerate computation of the Green’s function
is the Ewald method, originally developed by P. P. Ewald in
[1], and extended to the case of the free space Green’s function
for three-dimensional (3-D) problems with two-dimensional
(2-D) periodicity (i.e., a planar array of dipoles) in [2], and
for 2-D problems in [3]. Its application in evaluating Green’s
functions for multilayered media is treated in [4] and [5], while
its application in evaluating Green’s functions for a rectangular
cavity is reported in [6]. The Ewald method is extended in [3]
to 2-D problems with one-dimensional (1-D) periodicity (i.e., a
planar array of line sources) for the case of coplanar source and
observation points. A brief summary on extending the approach
to the noncoplanar case also appears in [3], in which a formula
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for noncoplanar source and observation points was obtained by
integrating in closed form the results in [2].

We present here an alternative direct procedure for applying
the Ewald approach to obtain the Green’s function for an array
of line sources with 1-D periodicity. The approach is the 2-D
analog of that of [2]. In this approach the Ewald representation
for the basic cylindrical wavefunction (Hankel function) is ob-
tained from that for the spherical wave given in [2]. While the
paper was in print, we have found that a similar procedure was
derived in [7], where performances of various Green’s function
representations for 2-D periodic arrays are compared.

As previously noted in [8], at high frequencies such that the
wavelength is somewhat smaller than the period, computing the
Ewald series using the optimal splitting parameter & (see [2])
may yield inaccurate results due to the finiteness of machine pre-
cision. In [8], it is suggested that such numerical inaccuracies
may be improved by increasing the value of the splitting pa-
rameter £ as frequency increases. Here, we present for the first
time an algorithm for choosing the Ewald splitting parameter £
that extends the efficiency of the method when the wavelength
is somewhat larger or smaller than the periodicity. The proposed
algorithm is efficiently applied to periodic structures when the
observation point is near the planar array of sources. The critical
distance from the array plane beyond which the Ewald method
is not advantageous compared to the standard spectral grating
lobe series is analyzed in [9].

II. STATEMENT OF THE PROBLEM

Consider the element-by-element superposition of the fields
radiated by the infinite phased array of line sources

oo

—ikaomd L (2
G(r,r') = m;ooe Jkzo d4_jHé )(kRm) (1)
where
kyo = kcosfy (2)

is the component of the phase gradient along the x direction with
equivalent scan angle 6y and

R = /(2 -

is the distance between the observation point r = (z,z) and
the mth source point r/, = (2’ + md, 2’) (see Fig. 1). Terms
in the series (1) are of order 1/+/m for large m, so that the
series is extremely slowly convergent. An alternative plane wave

series representation of this Green’s function also exists, but it

2)? + (x — ' — md)? 3)
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Fig. 1. Physical configuration and coordinates for a planar periodic
array of line sources with interelement spacing d along z. R,, =
V(& —a" —md)2 + (= — 2’)2 is the distance between observation point
r = (w, z) and the nth source element r’ = (z' 4+ md, z').
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Fig. 2. Path of integration. Expressing & = |k|exp(j¢r) (Im k < 0, thus
¢, < 0),and s = |s| exp(jo, ), the region of convergence of (8) is (3/4)m +
Or > ¢ > w4+ ¢y fors — 0,and 7/4 > ¢, > —7/4 for s — 0.

is also slowly convergent. Here we transform (1) into a rapidly
converging series.

III. EWALD TRANSFORMATION FOR 2-D PROBLEMS

For simplicity the homogeneous medium is assumed to have
small losses and a complex ambient wavenumber k = k,. + jk;,
with k; < 0. The Ewald transformation for the cylindrical (2-D)
radiated field is obtained by integrating in ' both members of
the Ewald transformation for the spherical (3-D) radiated field
(2]

eIV R +(y—y')? 1
Ar /R + (y —y)2 232

/oo e—[R2+(y—y')2]SQ+% ds
0
“4)

where the integration path in the complex plane is shown in
Fig. 2. This contour differs from that of [2, p. 226, Fig. 1] be-
cause an exp(jwt) convention has been chosen here. The rea-
sons for this particular choice for the shape of the integration
path are explained in the following and specific constraints are
given for the integrability of the integrand on that specific path.
It is useful to write the ambient wavenumber in polar coor-
dinates k = |k|e’®*, with ¢, = arctan(k;/k,) < 0, and
s = s,.+7js; = |s|exp(j¢s) with ¢ = arctan(s;/s,). Indeed,
convergence of (4) is ensured by requiring that Re[k?/s?] < 0
for s — 0, and Res? > 0 for s — o0, i.e.

3
Z”+%Z¢szg+mﬁimSe0 5)
£>¢s>—£, for s — oo. (6)

which are satisfied by the path in Fig. 2. Integration of (4) along
1y’ produces [10, p. 493]

1 oo oo 2 N27.2 , k2
dy' —[B+ =y 1"+ 17 gs.
)

1

(2)
H R) =
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In order to interchange the order of integration, we first note that
convergence of the s-integral for —oo < 3’ < oo is guaranteed
by choosing the s-integration path such that Re[(y — y)%s?] >
0, so that the constraint (6) and the complex path in Fig. 2 apply.
Closed form integration in %’ then leads to the Ewald transfor-
mation for 2-D cylindrical radiated fields

2

2.2
1 @) 1 o'} e—R s -i-“2
45 0 ( ) 27 /0 § ° ®

The Ewald method is obtained by splitting the integral in (8)
into two parts, [;° = ( fog + [7), which also determines the
splitting G = Gspectral + Gspatial Of (1), shown in Section IV.

IV. GREEN’S FUNCTION TRANSFORMATION

Using (8) and the integral splitting above in (1) leads to the
Green’s function representation

G(I‘, rl) = Gspoctral(r7 I‘/) + Gspatial(r7 rl) (9)
with

(e}

1
Gspectral(r7 I'/) = % Z

m=—00

2 2, k2
£ e—Rms +i=
X ——ds
0 S

e_jka:()md

(10)

(e}

1
Gspatial(r7 I'/) = % Z

m=—00

; .2
e} e—ansz+41‘7
X —ds
&

¢~ Ikzomd

(1D
s

with complex paths of integration for Gpectral and Gigpatial
defined as the first and the second portions of the complex
path shown in Fig. 2, respectively. The subscripts indicate
that the corresponding Green’s function contributions will be
transformed to modified spectral and spatial representations,
respectively. It is important to notice that the series Gspectral
does not decay exponentially, while the series Gpatial has
Gaussian convergence because Re(s) > £ on the complex path
of integration shown in Fig. 2. This can be simply seen in the
following way. For large m, each m-integral in (11) becomes
Ie s~le=m*®*s’ 45 An integration by parts indicates that
for large m, the terms in the series Gspatial asymptotically
behave like e=™ ¢€” /(m2d2£2) thus exhibiting Gaussian
convergence. On the other hand, since the original m-terms of
G (sum of the m-terms of Ggpectral and Ggpatial), decay like
1/y/m, the m- terms in Ggpectral decay like 1/1/m. This latter
convergence rate is accelerated in the following section.

A. Transformation of Gspectra) (T, 1)

Since the series in (10) does not decay exponentially, it is
transformed using the Poisson summation formula [11, p. 117]

> )= 3 f(%p) (12)
Fi) = [ rereee (13)

J =00
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in which f(2rp/d) is the spectrum of the function f(z) sampled
at 2mp/d. We identify f(md) with terms of (10)

; o—ikzomd
f(md) = T onr |
£ 6—[(z—z’)2+(m—.r’—md)2]52+4’”;2
x / ds (14)
0 S
and thus

1C7) -5 [

&
></ dste G- +@—a' O+ £ ikt (|5
0 S
with
2

denoting the Floquet wavenumber along z. Before inter-
changing the order of integration, one must be sure that the
s-integral is convergent along the path (0, &) shown in Fig. 2
for £ € (—o0, 00). Thus, analogous to the discussion preceding
(8), we also require that Re(sQ) > 0, which is automati-
cally satisfied with the chosen path in Fig. 2. Once this is
ensured, interchange of the order of integration, followed by
a closed form evaluation of the ¢-integral using the formula

7 e~ e de =\ [r]aeb’ /4 Jeads to
]’E <2,ﬂ.p> e—jkmp(z—z') & e—(z—z/)QSQekip/éls2 p (17)
| = S
d 2ﬁ 0 32
with
ey = /K2 — K2, (18)

denoting the Floquet wavenumber along z. For convergence, we
require Re(k2,/s%) < 0 on the path shown in Fig. 2. For evanes-
cent Floquet waves (FWs), (p large) this is automatically satis-
fied since Re(kgp) < 0. For propagating FWs (p small), con-
vergence is ensured by the same argument preceding (6) since
Re(k2,) > 0 but Im(k2,) < 0. The substitution s’ = 1/s re-

sults in
~ 27I'p (N2 /02

f<—>: e(zz)/se
d 2ym Jye

and maps the domain of integration (0,&) shown in Fig. 2,
onto (1/€,c0) with path constraints for s — oo imposed by
those near s = 0. Therefore, Re(kZ,s'?) < 0 for every p =
0,£1,£2,.... Expression (19) is now in a standard form (see
[2] and [12, (7.4.33)]) to be transformed into

)-

e_jk.rp(z_zl) o k% 52

ds" (19)

e_]'kzp(z_l")

4jkzp
% e]k~p|z z ‘erfc k7P + |Z _ Z/|5
28

If)] (20)

: , k.p
eIkl erfe <j—251 — |z =2
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obtained via the procedure of Appendix A. The transformed
Gspectral in (10) is obtained by inserting (20) into (12), leading
to

6 —jkep(z—2a")
Gspectral r, I'

0 T

p=—00

Jk-
X [eﬂ“*’lz z |erfc< 251’ +]z—2 |€>

+e_jk:pz_zlerfc<j§% — |Z — Zl|g>:| (21)

(22)

in which erfc(z) is the complementary error function

=

B. Transformation of Gpatial(r, 1)

erfe(z

Efficient evaluation of the G'spatial series is based on evalu-

ating the integral
oo e—REn s2+ %
I
£ S

Following the procedure in [3], we first perform the change
of variable u = s2, then utilize the Taylor expansion
exp[k?/(4u)] = Y02 (k/2)*?/(q!u?), and finally change to
the variable t = u/E?. This leads to

1< kY1 ) oo
I=; > % aEq+1 (R;,E7)
q=0 '
in which E,(z) is the gth order exponential integral defined as

[12, p. 228]
oo —zt
/ .
J1 e

Insertion of (24) into (11) leads to the following representation
of the modified spatial integral:

ds. (23)

(24)

E,(2) = (25)

1 oo
DY

m=—00

Gspatial(r7 rl) = e~ Jkzomd

SICNT

From a numerical point of view, only the exponential integral
E1(2) needs to be evaluated numerically using, for instance, the
Algorithm A of [12, Sec. 5.1.53] for 0 < z < 1, or [12, Sec.
5.1.56] for 1 < z < oo. Higher order exponential integrals may
then be evaluated by the recurrence relation

1
= —[e_
q

w1 (R5,E7) . (26)

27

E‘H‘l(z) Z_ZE!I(Z)]7 q:172,3,

V. DISCUSSION

A. Singular Contribution

When the distance between the observation point r and the
source point r’ or one of its periodic extensions is electrically
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small, the contribution to the Green’s function is essentially qua-
sistatic. Singular terms in (1) or (26) often arise, for example,
from one of the spatial terms R,, with m = —1,m = 0,
or m = 41, depending on which term represents the source
nearest to the observer r. Assuming that Rp = |r — /| <
Ain (1), then kRy < w and the m = 0 term of the ele-
ment-by-element sum (1) provides the logarithmic singularity
1/(4) Hg” (kRo) ~ —1/(2m) In(Ro)/(2m).

In the Ewald representation (9), the logarithmic singularity
arises from the spatial series Gspatial (r, r') in (26). Since Ry <
A, the argument of the exponential integrals for the m = 0 term
in (26) is R3E? < A2€2, which implies R2£? — 0 when ) has
the same order of magnitude of d and £ is not too large (i.e., £
given in Section V-C). According to [12, (5.1.12)], the small
argument behavior of the exponential integrals is E,41(z =
0) = —(—2)%(Inz)/q!, and for Ry — 0, (26) behaves as

G(I‘7 r') ~ Gspatial(r7 rl)
- <k )2" 1
~ 9¢ al

47 = 2& q

1 1
~——1 ~——1
o H(R(]g) o H(Ro)

_ p2e2\4
_(hee) R;!S) In (REE?)

(28)

in which only the ¢ = 0 term has been retained since Ry — 0.
Thus, (28) provides the same required logarithmic singularity
for Ry — 0 as the element-by-element sum in (1).

B. Asymptotic Convergence of Series in Gspectral and Ggpatial,
and Optimum Splitting Parameter &

We analyze here the convergence properties of Ggpectral and
Gspatial given by (21) and (26), respectively. In the spectral
sum Gpectral, for large p, we can approximate k., ~ 2wp/d
and k., =~ —j(2mp/d). Furthermore, the asymptotic expan-
sion for the error function (22) for large argument, erfc(z) ~
e=*" /(\/7%), leads to the asymptotic behavior of terms with
large p

o—i2mp(a—a')/d ,—(58)?
4y/TdE (%)2

which exhibits Gaussian p-convergence. In the spatial sum
Gspatial, We can approximate R,, ~ md, and the large argu-
ment expansion for the exponential integral E,41(z) ~ e */z
leads to the following asymptotic behavior of terms with large
m:

(29)

2
ikngma € ")

e -

47 (rmd€&)?

(30)

Thus, the series Gpatial also exhibits Gaussian m-convergence.
The optimum & parameter, £y, minimizes the total number M +
P of necessary m, p-terms in (21) and (26). The total number of
terms needed is determined by observing that to obtain roughly
the same number of significant digits of accuracy in each sum
in (21) and (26), we must set (Md€)? = (Pr)?/(d€)? = o2
The minimum number of terms needed to achieve this accuracy
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is thus N*°* = o[1/(d€) + d& /]. The optimum &, parameter
is obtained by imposing 9Nt /9€ = 0, which leads to

g = VT (31)

It should be noted that the choice of the optimum splitting
parameter £ = &g results in both series, Ggpectral in (21)
and Ggpatial in (26), converging asymptotically with identical
Gaussian convergence rates, ~ exp(—mp?) and ~ exp(—mm?),
respectively.

C. High-Frequency Breakdown of Ewald Representation

At high frequencies, some of the leading terms in the Ewald
representation can become very large. In particular, exponen-
tially large terms arise from the propagating terms (those with
real k), such as the p = 0 in the spectral sum Gpectral in (21).
The two erfc functions in (21) provide (for example for p = 0)
two terms that asymptotically behave like exp[k2,/(4£?) — (2 —
2')2€2] and which can cause a numerical instability when their
argument is very large. This numerical instability arises from
the Ewald splitting and is not physical. It is in fact compensated
by other numerically large terms in the spatial sum Gpatial in
(26), as can be easily seen from expression (11) where, when
k%/(4€?) >> 1, many m-terms can be very large until domi-
nated by —R2, 2. Alternatively, this can be seen in (26) where
it is noted that many p-terms are necessary to obtain conver-
gence. Thus, at high frequencies, we have a loss of precision
due to cancellation of large numbers when summing Gpectral
and Gspatial in (9). This problem may be avoided by requiring
that in the spectral sum k2,/(4E%) — (2 — 2')2E% < H?, where
H? is the maximum exponent permitted, which leads to

. H
= Va2lz— 7

k2y(z — 2")2 2 k
1o 2z <) 4 ~ 20
X ( e ) 2H

E>&

(32)

The last approximation is obtained assuming k.o|z —2'| < H?2.
For example, consider a worst case in which there is no phasing
(kzo = 0). If we require H?> = 9 weneed £ > & ~ k/6 ~
1/A. In other words, for H 2 = 9, the choice of the optimum
parameter £ = & is a good choice if d < 1.7\.

Even though the exponential growth is limited by the choice
&€ > &1, in order to have a computationally efficient algorithm
we also require the g-sum in (26) to be rapidly convergent.
From (¢ — 1)g ' Ey(z) < Eg1(z) < Egy(z) [12, (5.1.17),
p- 229] we infer that the exponential integral does not decay
significantly with ¢, and indeed, except for x < ¢ and large
¢, Ey(x) = e */q ([12, (5.1.19), p. 229]. Thus, convergence
of (26) relies on having (k/2£)??/q! negligible for ¢ > Q, i.e.,
[k/(28)]??/Q! < e, with ¢ the desired error and () the number
of g-terms necessary to achieve convergence (typically 10-15).
This implies that

k

E>&=—" .
2(eQV)?@

(33)
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For example, if we require ¢ = 10~7, and Q = 13, we have
E > & = k/2.56 (E; = 2.45/)) that has to be considered
jointly with (31).

Thus, for high frequencies, or equivalently for large interele-
ment spacings d > A, the constraints (33) and (32) force a
choice of £ other than “optimum” (31). We, therefore, suggest
choosing

&= max{é‘m 517 52}

VE ko k
R AT TS

for the £ parameter to be used in (21) and (26).

(34)

VI. GRADIENT OF THE PERIODIC GREEN’S FUNCTION

In many applications, not only the potential, but also the gra-
dient of the periodic free space Green’s function is required.
The gradient of the periodic Green’s function may be obtained
simply by taking the gradient of the Ewald representation (9),
yielding

VG(I'7 rl) = VGspectral(r7 rl) + VGSpatial(r7 I'I) 35)
where
1 > eijkrp(xfx/)
N —
VGSpectral(r7 r ) = E p;oo W
X {[_J:&krp - jﬁkzpsgn(z — ZI)]

. , ik.
x e Ik=pl2== erfe (JZ—EP — |z = z'|5>

+ [~ j&kap + j2k-psgn(z — 2')]
x el = lerfe < kgp + |z — I|5>

2—2)Ee —jkzplz—2"]
] zp_

k /
5F —z|€>

+ zsgn(z — 2/)Eel*=r15=7|

Jkzp o
x erfc’ ( 5¢ + |z z|5>} (36)

with (a prime denotes differentiation)

gn(
x erfc’

2

t(2) = ———e= %
erfc’(z) \/7_re
and
_&2 =
VGspatial(r; IJ) = ? ; [QAI(.’E — .CE/ — md)

+ 2(’2 _ Z/)]e—jkmom,d
2q 1

R.E*) (37
3 (3e) e e o
in which we have used the property £, 1(z) = —F,(z), with

the definition Fy(z) = e~*/z. The vectors & and z denote unit
vectors along the x and z coordinates, respectively. The two
series VGspectral aNd V Gpatial €xhibit Gaussian convergence.
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A. Singular Contribution

When the argument R2,£? is small—which without loss of
generality we assume occurs for the m = 0 term—the gradient
of the element-by-element sum representation of the Green’s
function, (1), is dominated by the m = 0 term, i.e., VG =
—k#(z — ') + 2(z — 2)JH® (kRo)/(4jRo). For small ar-
gument z, H? (z) ~ j2/(xx) — j(z/7) In(z/2) + (z/2)[1 +
j(1 — 2~) /=], with v = 0.577 215 66 the Euler constant, has a
dominant pole singularity. In the Ewald representation (35), it
is the spatial sum V Ggpatial(r, ') that exhibits the pole singu-
larity due to the E,(R2,E?) terms in (37). Indeed, for Ry — 0,
the m = 0, ¢ = 0 term in VGypatial(r, ') dominates and

VG(r,r') = VGypatial (T, ')

[#(x —2')+ 2(z — 2)]

2m R2

(38)

which has the same pole singularity of the gradient as the ele-
ment-by-element sum (1).

VII. NUMERICAL EXAMPLE: CONVERGENCE

We analyze in Fig. 3 the convergence rate of the Ewald sums
using the percent relative error defined as Err = |Gt —
GEwald| /|Gexact] » 100, where G°**t is the Green’s function
reference solution (1) evaluated via its spectral counterpart with
sufficiently large number of terms to achieve accuracy up to
seven decimal digits, and GF¥#4 is the same Green’s function
evaluated using the Ewald splitting (9) with (21) and (26). The
percentage relative error is plotted versus summation limit pa-
rameters =M, +P in sums (21) and (26) resulting in a total
number of terms of 2M + 1 and 2P + 1, respectively. For sim-
plicity the array is nonphased, i.e., k.o = 0. The m = 0 line
source is at (z/,2') = (0,0), and the two curves are related
to two observation points at (z,z) = (d/2,0) and (z,z) =
(d/2,d/2), respectively.

In Fig. 3(a) the error is plotted versus M, with P = M, for an
array of line sources with spacings d = 0.06\, where A = 27 /k
is the free space wavelength. In accordance with (34), the Ewald
splitting parameter £ is chosen as its optimum value, &;. Indeed,
in (21), (26), k/(2E) = k.o/(2E) = 0.1063 (we recall that
koo = 0) is a small number that does not cause a numerical loss
of precision for the reasons outlined in Section V-C. A large
total number ) = 40 of terms in (26) has been used because we
emphasize here convergence issues related only to £, M, and P.

In Fig. 3(b), the frequency is increased such that d = 0.6).
Again, in accord with (34), we choose the optimum parameter,
ie., & = &. In this case k/(2E) = k.o/(2E) = 1.063 is still
not large enough to cause numerical errors in (21) and (26).

In Fig. 3(c), the frequency is further increased such that
d = 6.5)\ and the high frequency breakdown problem de-
scribed in Section V-C occurs. In this case we cannot choose
the optimum parameter £ = &y. Indeed, if we did, we would
have k.o/(26) = 11.52 in (21), yielding terms on the order
of e!33 that would cause overflow or at least loss of accuracy.
Furthermore, in (26) we would have k/(2£) = 11.52, thus
requiring a very large number of g-terms to achieve conver-
gence in addition to the loss of accuracy due to large values



2982

IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 53, NO. 9, SEPTEMBER 2005

1.E+02 5 1.E+00 pm—— 1.E+03
9 L3 memz= 9 ¥ g ~ 1.E+02 R==zzziziiy --#--7=0
S 1E00 & cazmg2 | 3 TEOT Ry a-z=d2| T 1E+01 NN k- z=d12
S E+01 | %y 2 1E02 | ¥ _ § 1.E+00
w d=006r | U d=06. | § 1Eo01 NN
o 1E-01 4 % 2 1.E-03 1 .\ o 1E02 \ e
= = N T [T s 2 = \ ta
8 1E02 \ ....... S 1E-04 A § 1E03) 0%63h A
2 A @ T T 2 1E04
1.E-03 . . 1.E-05 € 1E05 .
0 1 2 3 0 1 2 3 0 1 2 3
M (P=M) M (P=M) M (P=4M)

Fig. 3.

Convergence of the Ewald sums in (9) with (21) and (26). Percentage relative error versus number of terms M [P = M in (a) and (b), and P = 4} in

(c)] in sums (21) and (26). Three different frequencies are considered such that (a) d = 0.06A, (b) d = 0.6\, and (c) d = 6.5A.

involved in that sum. The Ewald splitting parameter £ must
therefore be chosen according to (34). The rate of convergence
of the two series in (21), (26) is then different, and more terms
(P > M) in Gspectral (21) are needed in order to maintain the
same relative error in both (21) and (26).

Note that a very small number of terms in Ggpectrar and
Gspatial 1S required to achieve a percentage error smaller
then 0.001%. In our cases the relative error cannot be fur-
ther decreased by augmenting the number of terms P, M in
Gspectral; Gspatial because of accuracy limits of the numerical
subroutines that evaluate the error functions in Ggpectral and
the exponential integral F;(2) in Ggpatial (see [13] for erfc(z),
and [12, Sec. 5.1.53, 5.1.56] for E1(2)).

Figs. 4 and 5 show the rate of convergence of the two in-
dividual series Gspectral and Ggpatial in (21) and (26), respec-
tively, evaluated at the location (z, z) = (d/2,0). The relative
error is defined as

Ewald,P,M

| Ewald,exact
spectral,spatial

spectral,spatial —

|><100

Errspoctral,spatial = | GEwald,exact |

spectral,spatial

(39)

Ewald,exact . .
where Gspectml,Spatial is either Gspectral OF Gspatial €valuated

with a sufficient number of terms to achieve high numerical
accuracy. The error is plotted versus the summation limit pa-
rameters =P and +M employed in the sums in Gpectra) and
in Gpatial, respectively (in particular, —P < p < P, and
-M < m < M).

In Fig. 4, the array is the same as that in Fig. 3(b), i.e., d =
0.6, and the two series need the same number of terms to
achieve the same accuracy since we have chosen £ = &. It
is remarkable that only a few terms are required to achieve high
accuracy.

In Fig. 5, the array is the same as that in Fig. 3(c), i.e., d =
6.5, and the two series in Gspectral aNd Gpatial Need different
numbers of terms to achieve the same accuracy since we have
chosen £ = & > &. In particular in Fig. 5(a) we have set H =
3.5 [see (34)], implying that & /&y = 3.29, and it is clearly seen
that a larger number of terms in Gspectral 18 required. In Fig. 5(b)
we have set H = 3 (i.e., &1 /&y = 3.84) and in Gspectrar a larger
number of terms is required with respect to the previous case.
Fig. 5(c) shows the need for an even larger number of terms for
H = 25(& /& = 4.61).

Clearly, choosing a larger H (i.e., smaller £1 /&) bounds the
growth of the number of terms in Ggpectral. Unfortunately, H
cannot be chosen too large because, as explained in Section V-C,
it would generate values on the order of e * . It should also be

Q AL
%’ 1.E+01 i:"\\ ---m-- Ggpectral
£ 1E01 T A Gapata
§ 1.E-03
—-— .\‘ ‘\\

S 1E05- d=0.61
] - AN N
$ 1E07 &Ep=1 ~la
3 1.E-09

0 1 2

M,P

Fig. 4. Convergence rates for series Gspectral and Gepatial, in (21) and (26),
respectively. Here, d = 0.6 as in Fig. 3(b). For the choice of the optimum
parameter £ = &g, the two series Gpectral and Gepatial have the same
convergence rate, as explained in Section V-B.

noted that choosing £ = &7, with decreasing H = 3.5, 3,2.5,
automatically implies that the values in the series Gpatial be-
come smaller and smaller compared to those in Gpectral- FOr
an array with d = 6.5, values of H > 3.5 (i.e., £1/&) <
3.29) would already cause a small loss of accuracy, while H <
2.5 (i.e., &1/& > 4.61) would require too many terms in the
Gspectral sum.

VIII. CONCLUSION

The Green’s function for a periodic array of phased line
sources has been efficiently represented using the Ewald rep-
resentation for cylindrical waves. The array is assumed to be
of infinite extent, so this method applies to finite structures as
a first approximation. For a correct treatment of finite periodic
structures some modifications would be required. The resulting
series have Gaussian convergence and only a few terms are
needed to achieve good accuracy. Also, the influence of the
Ewald splitting parameter and frequency on the convergence
properties of the series has been analyzed analytically and nu-
merically. We have proposed an automatic choice of the Ewald
parameter that depends on the ratio between the array period
and the free space wavelength for high frequencies. Preliminary
results for the Green’s function representation for 1-D periodic
multilayered media (a 2-D problem) using the Ewald scheme
have been presented in [14], using the methodology in [4] for
the 3-D case, and will be detailed in a future publication. The
rapidly convergent Ewald representation has been used with
the method of moments to accelerate the fill time of impedance
matrices, leading to efficient numerical codes for analyzing
gratings and 1-D periodic arrays. Compared to the standard
plane wave representation of the Green’s function, the use of
the Ewald representation results in a large reduction of the fill
time of the MoM matrix. This advantages have been observed
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Fig.5. Convergence rates for series Gspectral and Gspatial, in (21) and (26), respectively. Here, d = 6.5 as in Fig. 3(c). In this case the choice of the optimum

parameter £ = E, would cause numerical errors, as explained in Section V-B. Three different choices of the ' parameters are here analyzed. Increasing the ratio
E/ Ej, results in a larger number of terms in Gspectral to reach convergence. A smaller ratio £/ E, would decrease the number of necessary terms in Gpectral

but it would cause loss of accuracy.

in [14] where we analyzed a periodic set of metallic enclo-
sures in a multilayered environment. Furthermore, we have ap-
plied the Ewald acceleration in [15] to build a physically-based
MOM preconditioner for the analysis of truncated arrays of 2-D
metallic objects. The Ewald acceleration was necessary to have
a reasonable computation time of the preconditioner, that oth-
erwise would have been too computationally expensive when
using a standard plane wave superposition. Recently, the Ewald
algorithm has been applied in [16] to find the field radiated by
a single line source located above a periodic EBG (electromag-
netic band-gap) material or a periodic corrugated surface, and in
[17] for studying the excitation of a 2-D EBG waveguide excited
by a line source. Also, in this case the use of the standard plane
wave superposition would have resulted in an much slower al-
gorithm.

A formulation analogous to the present one has also been suc-
cessfully applied to accelerate the Green’s function for a peri-
odic linear array of point sources (1-D periodicity) and will be
reported in the future.

APPENDIX
DETAILS LEADING TO (20)

The integral (19) is evaluated here by performing the change
of variable u = |z — 2’| /s’ + jk.ps'/2, with 8" = (jk.p) " [u+
(u? — 2jk,p|2 — 2’|)], which transforms (19) into

2mp

(%)

g—dkap(@=a') gikp| 2=

2y

oo
X / "
jkz

|z—2/|E4+ 52

Recalling the definition of the complementary error function
(22), this yields

jkzp
14 “
V= 52k [z = 7]

7’[1,2
e

(40)

~ 27rp e_jklp(zr_zl)
/ (7) B
eikeplz=='] ik
f —ZE P I 41

in which I’ is the remaining integral

ejk:plz_z/l 2

gk T

o0 2
X / N e Y
. |z—z’|8+%

The change of variable w = \/u2 — 2jk.,|z — 2’|, together
with (22), transforms I’ into

u

— du.
Vu? — 52k, |z — 2]

(42)

—jkep|z—2" .
I/ _ e J =l ‘ jkzp

2&

erfc (|z - € - (43)

Jkzp
which is inserted into (41), providing (20).
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